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Abstract

Numerical calculation of subcritical ¯ow in tube bundles is a di�cult task since transitional e�ects as well as vortex shedding are

important characteristics of the ¯ow ®eld. In the present paper a time dependent simulation using a subgrid scale model is performed

in two dimensions for the subcritical ¯ow through a staggered tube bundle. Previous time dependent simulations of the same ¯ow

using the k±e turbulence model unfortunately lead to a steady state solution, which underpredicted turbulence quantities and re-

circulation lengths. Thus a novel approach is introduced, using a subgrid scale model for the calculation of the eddy viscosity. The

methodology that is used strongly resembles a large eddy simulation even though it is performed in two dimensional space. A

®ltering procedure is used to remove the vortex shedding frequency from the velocity data thus allowing a calculation of the tur-

bulence ¯uctuations. Calculated vortex shedding frequencies, periodic and turbulence velocity ¯uctuations and integral time scales

are in good agreement with experimental measurements. Ó 1999 Elsevier Science Inc. All rights reserved.
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Notation

Cs sub-grid scale constant
Cx,Cy longitudinal and transverse spacing of tube

centers in tube bundle (m)
d tube diameter (m)
f frequency (Hz)
HNotch(f) Notch ®lter for the Fourier transform of a

velocity time series.
k turbulence kinetic energy per unit mass (m2 sÿ2)
ln,lg metric coe�cients related to orthogonal curvi-

linear coordinates
R(s) autocorrelation function
Re �U0dq/l, Reynolds number
Sng total rate of strain (sÿ1)
|S| � (2SngSng)1=2, (sÿ1)
Sth � fd/U0, Strouhal number
T � tU0/d, non-dimensional time
t, s time (s)
TE Integral time scales (s)
u0 r.m.s. root mean square of turbulent velocity ¯uctu-

ation u0 (m sÿ1)
u,v velocities in n and g directions respectively

(m sÿ1)

U0 mean velocity of upstream ¯ow entering the
tube bundle (m sÿ1)

w0 � tan(pf0dt), function of vortex shedding fre-
quency f0

x, y Cartesian coordinate directions
Y normal distance from wall (m)
y� �Yq(sw/q)1=2lÿ1, non-dimensional normal dis-

tance from wall

Greek
D ®lter width (m)
Dn, Dg grid increments in physical space in n and g

directions, respectively (m)
e rate of turbulence kinetic energy dissipation per

unit mass (m2 sÿ3)
l, lt molecular and eddy viscosity, respectively (kg

mÿ1 sÿ1)
leff � lt + l, e�ective viscosity for sub-grid scale

model (kg mÿ1 sÿ1)
n, g orthogonal curvilinear coordinate directions
q ¯uid density (kg mÿ3)
rnn, rgg, rng normal and cross rate of strain components

(sÿ1)
sw shear stress at wall (kg mÿ1 sÿ2)
sE Eulerian dissipation time scales or micro time

scales (s)
x frequency range around w0 to ®lter out, ex-

pressed as a fraction of w0
* Corresponding author. E-mail: bergeles@¯uid.mech.ntua.gr.

0142-727X/99/$ ± see front matter Ó 1999 Elsevier Science Inc. All rights reserved.

PII: S 0 1 4 2 - 7 2 7 X ( 9 8 ) 1 0 0 5 3 - X



1. Introduction

The purpose of the present work is to use a time dependent
simulation with a subgrid scale model to predict the subcritical
¯ow through a staggered tube bundle. The ¯ow ®eld through
tube bundles is of vital importance to heat exchanger opera-
tion and design but is di�cult to calculate numerically, espe-
cially if the ¯ow is in the subcritical regime where boundary
layer transition occurs. Experimental studies of such ¯ows
have proven that there are unsteady phenomena such as vortex
shedding and jet ¯apping (Hill et al., 1986; Balabani and
Yianneskis, 1996) which are governed by di�erent mechanisms
depending on the tube row and the position within the tube
bundle. Other factors which a�ect the periodicity of the ¯ow
are the Reynolds number, the arrangement and spacing of the
tube bundle, tube surface roughness etc. In addition to the
complexity arising from the ¯ow instabilities in the tube bun-
dle, one must also consider whether the ¯ow is turbulent or
laminar. Flows in heat exchanger tube bundles are usually
subcritical (mixed, transition to turbulence occurs after sepa-
ration) or critical (predominantly turbulent, only part of the
boundary layer developing on the tube surface is laminar). In
critical ¯ows, transition to turbulence occurs before separation
and turbulence is prominent in the rest of the boundary layer
and in the ¯ow inside the bundle (Zukauskas, 1989). The
combination of the ¯ow instabilities and the transitional phe-
nomena present in the boundary layers makes this type of ¯ow
di�cult to model numerically. Statistical turbulence models
associated with the solution of the Reynolds averaged Navier±
Stokes equations (i.e. the k±e eddy viscosity turbulence model)
have not been able to correctly predict transitional phenomena
which, in the case of tube bundles are also combined with
streamline curvature and turbulence anisotropy (Balabani et
al., 1994; Bergeles et al., 1996). The result is an underpredic-
tion of the turbulence levels in the tube bundle. Furthermore,
attempts to calculate the instabilities of the ¯ow often fail due
to the increased damping produced by eddy viscosity models.
Braun and Kudriavtsev (1995) performed a numerical visual-
ization of the laminar ¯ow in a staggered tube bundle calcu-
lating instabilities and vortex shedding inside the tube bundle.
However, apart from being a laminar ¯ow calculation, a
Cartesian grid was used and the curved surfaces of the tubes
were approximated with a series of steps de®ned by the grid.
Zdravistch et al. (1995) also performed calculations of the ¯ow
and heat transfer in staggered and in-line tube bundles by
solving the Reynolds averaged Navier±Stokes equations. Their
results showed good agreement when compared to experi-
mental measurements but the Reynolds numbers that they
studied corresponded to either laminar or fully turbulent ¯ow
so subcritical ¯ow was not considered. Furthermore, their
computations involved steady state solutions, neglecting e�ects
of ¯ow instabilities.

The numerical simulation presented here is a novel attempt
to include the transitional and unsteady e�ects that appear in
the subcritical ¯ow through the ®rst rows of a tube bundle
arrangement. In statistical turbulence models associated with
Reynolds averaging of the Navier±Stokes equations (e.g. k±e
turbulence model, Reynolds Stress Equation models etc.), as-
sumptions are made which limit their validity for modeling the
transitional, unsteady and streamline curvature characteristics
of the type of ¯ow studied here. On the other hand three di-
mensional large eddy simulation, which would be well suited
for this kind of ¯ow, has increased computer resource re-
quirements and is often implemented using inadequate grid
resolution or law of the wall boundary conditions

In the present paper an attempt is made to combine the
advantages of both approaches. Thus a two dimensional time
dependent simulation is applied using a subgrid scale model

for modeling the eddy viscosity of the subgrid scales of tur-
bulence. A ®ne grid resolution is used so that no-slip wall
boundary conditions can be introduced thus overcoming the
questionable validity of law of the wall boundary conditions.
The goal is to simulate, through the Navier±Stokes equations,
as many of the large scale characteristics of the ¯ow as pos-
sible, associated with unsteadiness, transition and streamline
curvature, while allowing smaller scale e�ects to be modeled by
the subgrid scale model. The approach strongly resembles a
large eddy simulation in two dimensions, a concept that has
begun to appear in the literature lately (Hassan and Ibrahim,
1997; Barsamian and Hassan, 1997). It has been previously
suggested that large eddy simulation should only be performed
in three dimensions in order to capture the three dimension-
ality of turbulence (Rodi, 1993). However, inadequate reso-
lution of the third spanwise direction is often observed. For
quasi two dimensional ¯ows a coarse resolution in the span-
wise direction will almost certainly fail to simulate the three
dimensional structures associated with turbulence (vortex
stretching). In the case of transitional ¯ows, although these
structures exist, they are even less pronounced in the large
scales as observed experimentally by Bergeles et al. (1996) for
subcritical ¯ow through a staggered tube bundle. For these
particular types of ¯ows, a two dimensional simulation is a
point of interest. Furthermore, due to computer limitations,
proper grid resolution near solid walls is often sacri®ced in
three dimensional simulations and law of the wall boundary
conditions are implemented. In this sense, the simulation
presented here is performed in two dimensions while at-
tempting to resolve all of the turbulent boundary layer.

Recently, Balabani and Yianneskis (1996) performed ex-
perimental LDA measurements of the time resolved velocity
®eld of a cross ¯ow staggered tube bundle at subcritical Rey-
nolds numbers. The measurements that were obtained involved
dominant frequencies of the vortex shedding inside the tube
bundle, mean velocity pro®les and velocity ¯uctuation pro®les
as well as variables related to turbulence structure such as
turbulence ¯uctuations and integral length scales. Here, a time
dependent simulation of this ¯ow is performed in two dimen-
sions using a subgrid scale model on a collocated orthogonal
curvilinear grid with direct resolution of the boundary layers in
order to predict the transitional and unsteady phenomena that
were experimentally observed. Steady state results arising from
a simulation using the k±e turbulence model are also presented.
Filtering is performed in frequency space in order to compare
predictions of turbulent velocity ¯uctuations and length scales
with experimental measurements.

2. Numerical methodology

The Navier±Stokes equations are volume averaged ac-
cording to Schumann (1975) with the control volumes being
de®ned by the computational grid. In the present study the
grid is orthogonal curvilinear and the equations are trans-
formed accordingly (Batchelor, 1967). The volume average
procedure is based on Green's theorem in space and so the
®nal form of the equations closely resembles that of the Rey-
nolds averaged equations when volume averaging is used. The
equations are:
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where (U)� 1 for the continuity equation, u for the momentum
equation in the n direction and v for the momentum equation

106 D. Bouris, G. Bergeles / Int. J. Heat and Fluid Flow 20 (1999) 105±114



in the g direction (for the contravariant directions on the grid
see Fig. 1). The source terms on the right-hand side of Eq. (1)
include the pressure gradient as well as other terms and are
rather large but well known expressions in computational ¯uid
dynamics. They are not presented here due to lack of space but
they can be found in Antonopoulos (1979) or Mouzakis and
Bergeles (1991). When volume averaging of the Navier±Stokes
equations is performed, stress terms arise from the ¯uctuations
(departure) from the volume averaged ®eld, these ¯uctuations
cannot be resolved by the grid and are modeled through a sub-
grid scale model. The sub-grid scale stress model that is used
here is that of Smagorinsky (1963) and Lilly (1967) and results
in a turbulent viscosity lt so that leff � l + lt:

lt � q�CsD�2jSj � q�CsD�2 2SngSng
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where the Cs constant is taken here to be 0.1 (as in e.g. Breuer
and Pourquie, 1996; Werner and Wengle, 1991. For a discus-
sion on the value of this coe�cient see Mason and Callen,
1986) and D� (DnDg)1=2 as de®ned by the grid. Discretisation
of the equations is applied using second order central di�er-
ences except for the convection terms which are discretised
using the Bounded Second Order Upwind (BSOU) scheme of
Papadakis and Bergeles (1995). This upwind di�erencing
scheme allows second order accuracy, thus overcoming the
problems of numerical di�usion associated with ®rst order
upwind di�erencing, while being constantly bounded as op-
posed to some third order schemes (e.g. QUICK). It should be
pointed out that the velocities are always de®ned as being
parallel to the local grid lines while ln and lg are spatially
varying metric coe�cients related to the orthogonal curvilinear
coordinates. They connect increments dn and dg of n and g in
transformed space to increments of physical distance Dn and
Dg as Dn� ln dn and Dg� lg dg. Discretisation in time is ex-
pressed through a ®rst order, fully implicit Euler scheme.
Although the scheme is of ®rst order accuracy, the fact that it
is fully implicit allows stability even for large time steps.

Solution of the equations is based on the SIMPLE algo-
rithm for pressure correction (Patankar and Spalding, 1972)
except that in the present approach the variables are collocated

on the grid so the Rhie and Chow (1983) interpolations are
used in the pressure equation for the velocities on the volume
cell faces.

No-slip boundary conditions are imposed at the walls in-
stead of using law of the wall approximations. Such approxi-
mations have been successfully used in the past (Schumann,
1975; Werner and Wengle, 1991) but in the present situation,
the curved cylinder walls and the relatively low Reynolds
number do not comply with the assumptions on which law of
the wall approximations are based. The use of no-slip boun-
dary conditions requires a very ®ne grid near the wall and this
will be evaluated during the computations. For the present
situation of turbulent ¯ow through a tube bundle it was as-
sumed that the upstream ¯ow was laminar so no ¯uctuations
were introduced at the inlet. At the outlet, zero gradients were
assumed in the streamwise direction.

3. Calculation of subcritical ¯ow through a tube bundle

The staggered tube bundle under study has a relative
spacing of Cx/d� 1.6, Cy /d� 3.6 (d� 10 mm) and the Reynolds
number of the ¯ow is Re�U0qd/l� 9300 which corresponds
to a mixed (subcritical) ¯ow with transition of the boundary
layer from laminar to turbulent near separation. The ¯ow
through a tube bundle has been previously calculated using the
Reynolds averaged approach with the k±e turbulence model in
Balabani et al. (1994). It was observed that the predictions of
the mean velocity were in generally good agreement with ex-
perimental measurements but the turbulence intensities were
underpredicted. Attempts were made to improve the predic-
tions through the use of modi®cations to the k±e turbulence
model for streamline curvature (Balabani et al., 1994) as well
as with the use of Low Reynolds models for the walls (Bergeles
et al., 1996) with no signi®cant improvement. It was concluded
that the simulation of transitional e�ects in the development of
the boundary layer as well as possible unsteadiness of the ¯ow
was outside the capabilities of this type of approach. Attempts
to model the time dependent nature of the ¯ow with the k±e
turbulence model lead to a steady state solution due to the
damping introduced by the k±e eddy viscosity. Rodi (1993)
used the k±e model, with wall functions as well as with a two
zone modeling approach for the boundary layer, in a simula-
tion of the turbulent ¯ow past a square rod. He also found
excessive damping occurring with the use of the k±e model
while even the use of a Reynolds Stress Equation turbulence

Fig. 1. Close-up of orthogonal curvilinear grid (280 ´ 280) used in the time dependent simulation of turbulent ¯ow through a staggered tube bundle.
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model showed irregular behavior since the periodic and tur-
bulent frequencies could not be simultaneously predicted. The
case of the square rod is di�erent from that of a circular cyl-
inder since the separation point is always ®xed at the leading
edge of the rod while for a circular cylinder the separation
point is more di�cult to predict numerically. In light of these
experiences, the present time dependent simulation using a
subgrid scale model was used. This allows the direct calcula-
tion of boundary layer transition as well as e�ects of large scale
turbulence anisotropy and streamline curvature. Other char-
acteristics of the ¯ow ®eld are the periodic vortex shedding
mechanisms and jet ¯apping as were observed from the ex-
perimental measurements of Balabani and Yianneskis (1996).

The simulation is performed in orthogonal curvilinear co-
ordinates and a close up of the computational grid that was
used (280 ´ 280) is shown in Fig. 1. This is the area around the
center tube of the ®rst vertical row of tubes (Fig. 2) and the
center of this tube represents the origin of the x±y Cartesian
frame of reference to be used hereafter in the presentation of
results. The grid covers the whole experimental set up used in
Balabani and Yianneskis (1996) so there is no uncertainty re-
garding boundary conditions at the side walls. Half cylinders
on the solid walls of the experimental con®guration are in-
cluded in the simulation. As previously stated, the inlet con-
ditions are those of a laminar uniform velocity pro®le with
U0� 0.93 m sÿ1. This approximation is considered valid since
the ¯ow instabilities arising inside the tube bundle are mostly
due to phenomena present at separation while the ¯uctuations
of the ¯ow velocity at the inlet position were measured at 8%
of the mean velocity. No-slip boundary conditions were used
at all solid wall boundaries and the values of y� �Yq(sw/q)0:5/l
during calculations were found to vary between 0.16 and 27
with the maximum value arising at the stagnation point of the
second cylinder in the third row (third row cylinder in Fig. 1).
This value of y� is too large for a simulation of the sublayer
but the orthogonality condition of the curvilinear grid makes it
di�cult to create grid cells that come closer to the wall in these
areas. Fortunately the problem is limited to the two cells in
that immediate region and all other values of y� were perfectly
acceptable. Calculations of the same con®guration using gen-
eral coordinate system calculations with ®ner grid resolutions
(Karadimos, 1995) showed that the region near the separation
point is much more in¯uential to the results than the stagna-
tion regions where mesh distortion problems usually arise. The
adequacy of the grid regarding e�ects of numerical di�usion
due to spatial discretisation was also investigated. Steady state
simulations using ®rst and second order discretisation schemes

on the same con®guration (Bouris, 1997) showed that in-
creasing the spatial discretisation twofold (twice as many grid
points in both directions) had minimal e�ect on the results.
This can also be attributed to the fact that the Reynolds
number corresponds to a transitional and not a fully turbulent
¯ow. It is possible however that in the unsteady simulation the
smallest resolved scales, e.g. L < 4D might be a�ected by nu-
merical di�usion especially in relation to the smaller turbulent
viscosity calculated by the subgrid scale model in relation to
the k±e model. These e�ects are expected to be limited but
should be considered when assessing the results. The initial
®eld from which calculations were started was obtained from
the steady state k±e calculation allowing periodicity to be at-
tained faster than from an initially zero velocity ®eld. Nu-
merical computations were performed on an IBM PowerPC
with a PowerPC604 processor at 140 SPECfp. For the smallest
time step used, about 100±140 iterations were needed for the
maximum equation residual to be less than 0.1% at each time
step and this consumed 12 min of CPU time.

In Fig. 2 the iso-vorticity regions in the tube bundle are
presented. It can be discerned that ¯ow perturbations due to
the unsteady nature of the vortex shedding become more
prominent for the downstream rows of the tube bundle. This
was the reason that steady state calculations were originally
considered. However, even the more restrained perturbation
present after the ®rst row will de®nitely a�ect the area in which
measurements were performed (top half of Fig. 1) and fully
justi®es the unsteady calculation (instead of the steady state).
Measurements were performed at sampling rates of 1±4 kHz
and blocks of 6000 data points were recorded; the computa-
tional time steps were chosen accordingly. The ®rst time step
used was dt� 0.001 s and the time series of the velocity com-
ponent in the main ¯ow direction at x/d� 1.6, y/d� 0.6 is
presented in Fig. 3. Fourier transform of the time series
(Fig. 4) gives a dominant frequency of f� 35 Hz or a Strouhal
number of Sth� fd/U0� 0.376 in good agreement with the
experimentally measured values of f� 34 Hz, Sth� fd/
U0� 0.366 (Balabani and Yianneskis, 1996). In Fig. 3 the pe-
riodic and turbulent components of the instantaneous velocity
are also shown. These are calculated by applying a notch ®lter
(Press et al., 1987) to the Fourier transform (Fig. 4) of the
velocity time series

HNotch�f � � w2 ÿ w2
0

�wÿ ixw0�2 ÿ w2
0

; w � tan�pfdt�; �3�

where w0 represents the dominant (vortex shedding) frequency
and x is the width of the frequency range around it (here

Fig. 2. Iso-vorticity regions of turbulent ¯ow through a staggered tube bundle.
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x� 0.1 was used), expressed as a fraction of w0, which must be
removed from the spectrum. The resulting frequency spectrum
should be that of all ¯uctuations other than those corre-
sponding to the vortex shedding frequency and can be attrib-
uted to turbulence. An inverse Fourier transform gives the
turbulent velocity ¯uctuations and subtracting these from the
instantaneous velocity gives the periodic velocity time series.

A smaller time step was also used for calculation of the ¯ow
®eld. The time step was dt� 0.00025 s while the largest sam-
pling frequency used in the experimental measurements was 4
kHz. Balabani and Yianneskis (1996) measured Eulerian dis-
sipation time scales or micro time scales (sE) which were found
to have a mean value of 0.7 ms across the ¯ow ®eld. According
to the Nyquist criterion, in order to calculate a frequency fc
one must use a sampling rate of h� 1/2fc so for the micro time
scales' frequency (1/0.7 kHz) the sampling rate or time step
must be dt� 0.35 ms. Since this is only for the mean value of sE

the choice of a smaller time step (as here dt� 0.25 ms) might be
super¯uous in certain points of the ¯ow. Also, the numerical
grid will most probably not be ®ne enough to simulate the
length scales which correspond to the micro time scales and so
the SGS model will play an important role in the simulation
for certain points of the ¯ow. Nonetheless, it is interesting to
see the e�ect of the time step on the results of the simulation.
Through a Fourier transform, the dominant frequency for
dt� 0.25 ms is found to give a Strouhal number of Sth� fd/
U0� 0.357 in good agreement with the experimental value of
0.366 and only 5% smaller than the value from the ®rst time
step (0.376).

The calculated mean velocity distribution as well as the
turbulent and periodic ¯uctuations will now be presented and
compared with the results obtained from the k±e turbulence
model (Balabani et al., 1994) and with experimental mea-
surements (Balabani and Yianneskis, 1996). The velocity time

Fig. 4. Non-dimensional frequency spectrum (Strouhal number) of instantaneous velocity component in the x direction at x/d� 1.6, y/d� 0.6.

Fig. 3. Time series of instantaneous velocity component in the x direction and periodic and turbulent velocity ¯uctuations at x/d� 1.6, y/d� 0.6.
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series for which integration was performed was �100T
(T� tU0/d) for dt� 1 ms which corresponds to �37 shedding
periods (taking Sth� 0.376). For dt� 0.25 ms, time integration
has been performed for T � 120 corresponding to about 46
shedding periods and �5000 time steps (experimental mea-
surements used 6000 data points).

In Fig. 5 the mean velocity pro®les (from time averaging of
the whole time series in accordance with the experimentally
provided values, Balabani and Yianneskis, 1996) are presented
for dt� 0.1 ms and the agreement with experimental mea-
surements is acceptable but discrepancies are evident in the
recirculation zones. It should be mentioned that the two sets of
experimental data shown in Fig. 5 are the results obtained at
two di�erent runs for exactly the same operating conditions
and apparatus. In a personal communication (Balabani, 1996)
regarding the time resolved measurements (Balabani and
Yianneskis, 1996) this was attributed to the positioning error
of the LDA equipment. Another reason for the discrepancies
between numerical and experimental results is the relatively
small integration time (although covering 30 shedding periods
it is actually �1000 time steps) which might a�ect the results

especially in the recirculation regions where unsteady phe-
nomena are more prominent. A larger integration time was
used with the smaller time step and the resulting mean velocity
pro®les are presented in Fig. 6. The mean velocity pro®les
seem to be in better agreement near the recirculation regions
when compared to the previous time step. Generally though,
the overall di�erences resulting from the change in time step
are small and limited to these regions. The authors do not
believe that the di�erences are due to the ®rst order time
discretisation scheme since in the other areas of the ¯ow the
mean velocity computations seem to be independent of the
time step as does the Strouhal number. The maximum local
Courant number in the calculations was about 10, which is
acceptable for an implicit scheme. The di�erences in the re-
circulation zones might be due to the larger time integration
used for the results of the smaller time step. The number of
time steps used in the time integration is rather small when
compared to large eddy simulations but one should keep in
mind that the number of shedding periods over which inte-
gration is performed is perfectly adequate (Breuer and Pour-
quie, 1996, used about 105 time steps but covered only 13

Fig. 6. Mean velocity component in the x direction as predicted from time dependent simulation with SGS model using two di�erent time steps and

comparison with experimental measurements.

Fig. 5. Mean velocity component in the x direction as predicted from time dependent simulation with SGS model and from Reynolds averaged

approach using the k±e turbulence model. Comparison with experimental measurements.
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shedding periods for the fully turbulent ¯ow past a square
rod). Furthermore, the time step has been chosen to be com-
parable to the sampling frequency of the experimental mea-
surements. This is important since, for smaller time steps,
higher frequencies would be resolved that have not been
measured experimentally and a comparison of the results
would not be indicative. Also, a smaller time step would cor-
respond to turbulent scales that would have to be represented
by the Smagorinsky SGS model. A better evaluation of the
e�ect of the SGS model might have been warranted but in
previous studies more advanced SGS models did not bring
signi®cant improvements (Breuer and Pourquie, 1996; Hartel
and Kleiser, 1992).

In Fig. 7 the velocity ¯uctuations including the periodic
motion are compared to the experimental measurements which
were obtained without ®ltering of the frequency spectrum.
Results shown are with the dt� 1 ms time step which is the
sampling frequency at which most measurements were per-
formed. The current predictions are in better agreement with
the measurements than the k±e model predictions. Not only
are the ¯uctuation levels closer to the experimental measure-
ments, but the trends of the pro®les are also in better agree-
ment. This indicates that the present simulation of the
development and separation of the boundary layer on the front
of the ®rst cylinder correctly predicts the production of tur-
bulence and any transitional phenomena that may appear in
the boundary layer or the shear layer after separation.

Filtering of the measured velocity ¯uctuations was per-
formed by Balabani and Yianneskis (1996) in order to remove
the dominant vortex shedding frequency. The ®ltering proce-
dure that they used is the same as the one used here i.e. notch
®ltering. Comparison of the ®ltered ¯uctuating velocity dis-
tributions, which represent ¯uctuations due to turbulence, is
presented in Fig. 8. At most positions, the computations are in
satisfactory agreement with the measurements but there are
some points where the non-periodic ¯uctuation level remains
high when compared to the experiments and the k±e compu-
tation. This could indicate that the predicted level of ¯uctua-
tions due to periodic movement is underestimated by the
numerical procedure since its removal has only a small e�ect
on the distribution. On the other hand, one should keep in
mind that the frequency spectrum resulting from numerical
calculations is much more discrete than that of the experi-
mental measurements. Therefore, removing a notch of fre-

quencies around f0 will remove less energy than in the case of
the experimental spectrum. Furthermore, it can be seen from
Fig. 4 that there is a lot of energy in the low frequency region
around f0 but almost no energy in the higher frequency region
where the inertial sublayer should be. The higher frequencies,
which correspond to small length scales, are modeled by the
SGS model and do not appear in the frequency spectrum while
any three dimensional e�ects tend to be ampli®ed as larger
scales in two dimensions (Tamura et al., 1990) resulting in
extra low frequency ¯uctuations. All of the above might be an
explanation for the excess kinetic energy attributed to non-
periodic motion at certain positions, as seen in Fig. 8. In any
case, the results are much closer to physical reality than those
of previous attempts using the k±e model, which failed to
predict any periodic motion and thus underestimated the total
velocity ¯uctuation (Fig. 7).

The autocorrelation function R(s) is de®ned as

R�s� � u0�~x; t�u0�~x; t � s�
u0�~x; t�2

; �4�

where the velocities are the turbulent ¯uctuations as calculated
from the ®ltering procedure. The integral time scales TE can be
calculated

TE �
Z1

0

R�s� ds: �5�

In practice, the integral in Eq. (5) is usually calculated from
s� 0 to the ®rst point at which R(s) becomes zero. This is the
way it was calculated from experimental measurements (Ba-
labani and Yianneskis, 1996) and the comparison of predic-
tions to measurements is presented in Fig. 9. When using the
k±e turbulence model, the integral time scales cannot be cal-
culated from the autocorrelation function since such infor-
mation is not available. They are usually calculated as
TE� 0.09(k3=2/e)/(2k/3)1=2 being highly dependent on all as-
sumptions related to the k and e equations and leading to
rather large discrepancies between numerical predictions and
experimental measurements. This has been applied here to the
results obtained from the steady state k±e model calculation
(Balabani et al., 1994; Bergeles et al., 1996) and is also plotted
in Fig. 9. Considering the above, the current predictions of the
integral length scales presented in Fig. 9 are in good agreement

Fig. 7. Fluctuations (periodic + turbulent) of the velocity component in the x direction as predicted from time dependent simulation with SGS model

and from Reynolds averaged approach using the k±e turbulence model. Comparison with experimental measurements.
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with the measurements while it is evident that the k±e model
calculations hardly follow the trend of the measured length
scale distributions.

4. Conclusions

The subcritical ¯ow through a staggered tube bundle in-
volves transitional e�ects which are coupled with the unsteady

nature of the ¯ow and is a challenging numerical calculation.
The two dimensional time dependent simulation using a sub-
grid scale model that was performed here is a novel attempt to
include both of these physical mechanisms in a numerical
calculation. In the present study, time dependent calculations
of the subcritical cross ¯ow through a staggered tube bundle
have been performed in two dimensions with a subgrid scale
model on a collocated orthogonal curvilinear grid. The whole
experimental set-up has been resolved by the grid and com-

Fig. 8. Turbulent ¯uctuations of the velocity component in the x direction as predicted from time dependent simulation with SGS model and from

Reynolds averaged approach using the k±e turbulence model. Comparison with experimental measurements. (Calculated from frequency ®ltering for

the shedding frequency.)

Fig. 9. Prediction of integral time scale distribution at two positions inside the staggered tube bundle. (Calculated from turbulent ¯uctuations only.)

Comparison with experimental measurements and k±e model results.
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parison with experimental measurements has shown good
agreement. The predicted vortex shedding frequency is found
to be in very good agreement with the experimentally mea-
sured value and mean velocity pro®les show acceptable
agreement with slight discrepancies in the recirculation zones.
The prediction of the velocity ¯uctuations is highly improved
in relation to previous attempts using the k±e turbulence
model. The unsteady phenomena as well as the direct simu-
lation of the boundary layer and any transitional e�ects that
may be present prove to be important when calculating such
¯ows. The two dimensional calculation permitted a direct
simulation of the boundary layers since if three dimensions
were simulated the computational requirements would be
overwhelming. Filtering of the velocity ®eld so that the vortex
shedding frequency is removed allows the comparison of the
turbulent ¯uctuations and the integral length scales. The tur-
bulent ¯uctuations seem to be slightly overpredicted but this
could be due to the ®ltering of the discrete frequency spectrum
which does not remove all of the periodic motion and results in
some aliasing towards the turbulent ¯uctuations. The predic-
tion of the integral length scales is in rather good agreement
with the experimental measurements especially if one considers
the fact that statistical turbulence models fail to predict such
quantities related to the ®ner turbulent structures.

The use of a subgrid scale model in a two dimensional time
dependent simulation shows interesting results for such ¯ows
where turbulence anisotropy, transitional e�ects and ¯ow ®eld
periodicity are important aspects that are di�cult to simulate.
The purpose of the paper is not to suggest using the time de-
pendent approach with subgrid scale modeling in place of
traditional turbulence modeling approaches. Indeed, there are
many points for discussion and the calculations presented here
are intended only as a computational experiment in the use of
subgrid scale models in two dimensional calculations of sub-
critical quasi-two dimensional ¯ows.

The discrepancies that are observed should be considered
under the following arguments. First of all the two dimen-
sional simulation allows a better resolution of the boundary
layer with no slip boundary conditions on the walls but it does
not allow the e�ects of three dimensional phenomena to be
included in the results. Although these are expected to be
limited due to the quasi-two dimensional character of the ¯ow
®eld, the importance of the third dimension in turbulence
simulation and especially transitional phenomena should not
be overlooked. A simulation with a denser grid and a smaller
time step might be warranted and the role of the SGS model in
the simulation should be evaluated. This has been considered
before in the literature and has not proven to be important,
however when transitional phenomena are present the isotropy
assumption associated with the Smagorinsky model does not
have a ®rm physical basis. In assessing the reliability of the two
dimensional time dependent simulation and the importance of
a ®ne grid resolution in relation to a three dimensional large
eddy simulation with a coarser grid, it should be pointed out
that the conclusions are strongly related to the fact that the
simulated ¯ow is subcritical-transitional. In a fully turbulent
¯ow the three dimensional e�ects might be more in¯uential to
the simulation.
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